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ABSTRACT

A method of identifying a user as an authorized user from free text typed by that user into an input device. From the received test text, features associated with the typed text are extracted, such as timing data associated with alphanumeric letter pairs. These extracted features are compared to previously stored series of authorized user profiles, where the authorized user profiles were generated from a trial typing sample of alphanumeric data from each associated authorized user. The comparison identifies one of the authorized users with the user, and a score is derived to measure the strength of the comparison. If the score exceeds a threshold level, the user is identified as that authorized user.
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**Figure 3**

<table>
<thead>
<tr>
<th>Letter pair</th>
<th>Key press latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>aa</td>
<td>110</td>
</tr>
<tr>
<td>aa</td>
<td>90</td>
</tr>
<tr>
<td>ab</td>
<td>170</td>
</tr>
<tr>
<td>ab</td>
<td>160</td>
</tr>
<tr>
<td>aa</td>
<td>100</td>
</tr>
</tbody>
</table>

Typed text: "aaa ab ab aa"

- \( X_1 = \{110, 90, 100\} \)
- \( X_2 = \{70, 160\} \)
Input: Vectors $X = \{X_1, X_2, \ldots, X_{n-1}, X_n\}$ of a user.

Step 1: For $i = 1$ to $n$

Creating a vector for an $i^{th}$ feature $X_i = \{x_1^i, x_2^i, \ldots, x_m^i\}$.

Step 2:

For $j = 1$ to $m_i$

Step 2.1: Determine the neighborhood of a feature value $x_j^i$.

Step 2.2: Initialize the number of neighbors determined for $x_j^i$ (i.e., $NN(x_j^i)$) to zero.

Step 2.3:

For $k = 1$ to $m_i$

Step 2.3.1: If the value $x_k^i$ falls within the neighborhood of $x_j^i$, then increment the number of neighbors determined for $x_j^i$ by 1 i.e., $NN(x_j^i) = NN(x_j^i)+1$.

End of $k$

End of $j$

Step 3:

For $j = 1$ to $m_i$

Step 3.1: If $NN(x_j^i)$ is less than some $\beta$ percentage of the total number of values present in the $X_i$ vector, then the feature value $x_j^i$ is detected as an outlier.

End of $j$

End of $i$
Figure 7

-  

Similarity based method without Outlier Detection
-  

Similarity based method with Outlier Detection

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset_1</td>
<td></td>
</tr>
<tr>
<td>Dataset_2</td>
<td></td>
</tr>
<tr>
<td>Dataset_3</td>
<td></td>
</tr>
<tr>
<td>Dataset_12</td>
<td></td>
</tr>
<tr>
<td>Dataset_13</td>
<td></td>
</tr>
<tr>
<td>Dataset_14</td>
<td></td>
</tr>
</tbody>
</table>
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PRIORITY CLAIM

This application is a continuation of U.S. application Ser. No. 12/686,455 filed Jan. 13, 2010, the contents of which are incorporated by reference.

FIELD OF INVENTION

User identification methods for providing access or authorization to a system based upon biometrics, more particularly, keystroke patterns.

BACKGROUND OF THE INVENTION

User authorization methods based upon biometric data, for instance using users’ physiological characteristics (such as fingerprint) or behavioral characteristics (such as keystroke pattern), have been employed as security measures. Biometrics pattern based user authentication system can be employed for both (1) verification and (2) identification. In user verification system, user makes a claim of status (such as using a login id) and the system performs a one-to-one search to verify the claim. In user identification system, the system performs a one-to-many search to identify a user from a set of users. User verification system typically makes a decision on the authenticity of the claimed user using some user-defined-threshold(s). Once verified, the identified user may be checked as an authorized user. As used herein, “user identification” includes both verification, identification and authorization functions.

Prior art identification using keystroke patterns includes use of a fixed text string as a means of identification, but not a string of arbitrary symbols (e.g., “free text”). Keystroke patterns provide a cost-effective solution for the user authentication problem. This is because keystroke patterns based user authentication system does not require a separate device for extracting the measurements from users’ typing to form a keystroke pattern. Additionally, keystroke patterns based user authentication system can be used for both static user authentication (i.e., authenticating user before giving him (or her) access to the computer system) and continuous user authentication (i.e., after a user has been given access to the computer system, authenticate the identity of the user periodically). Continuous user authentication using keystroke patterns would not be intrusive for the users because the system could run in the background while the user is typing at a keyboard.

User authentication using a physiological biometric identifier is considered to be more successful than user authentication using keystroke patterns. One reason may be that keystroke patterns are from the domain of behavioral biometric identifiers and typing behavioral biometric identifiers may change between two provided typing samples because of change in psychological (or physiological) condition of the user. In addition, keystroke patterns of a user may show some variation between two consecutively provided typing samples even without any evident change in the psychological (and physiological) condition of the user.

Therefore to minimize the effects of variability in the keystroke patterns on the performance of user authentication system, most of the previous studies have reported the performance of their proposed user authentication methods using the following experimental settings: (1) each user provided more than one typing sample of a fixed text string to create his (or her) typing profile; (2) users provided all the typing samples in one session (consecutive samples) to supply keystroke data for creating their typing profiles; and (3) the typing sample was discarded if the user made any typing error while providing a typing sample. From these experimental settings, these authentication methods created a typing profile of a user using a structured text analysis, where the words and arrangement of words typed is fixed. However, the typing profile of a user which is derived from consecutively provided fixed typing samples may not be an accurate representation of the user’s typing at a keyboard. This is because keystroke patterns of a user can change with change in psychological condition of the user. Also, we conclude that these authentication methods are not applicable for the problem of identifying a user given arbitrary text input (i.e., “free” text), or portions of text randomly taken from a larger text manuscript. Since an arbitrary text string is not the same string of characters input by the user, “impersonation” is more difficult to achieve. An arbitrary text model is more desirable as it would be more difficult for an imposter to replicate the typing profile of an authorized user on arbitrary text. As used herein, “arbitrary” text or free text, in the broad sense, means a typing sample that is not a fixed string of symbols that the user would always type. For instance, a user ID/password is considered “fixed” text, not free text, as the text is constant over a period of time. Arbitrary or free text means that the text text varies from session to session, and may simply be random text input by the user.

Furthermore, presence of outliers in the data can adversely affect the performance of keystroke patterns based user authentication system if the outliers have not been detected and dealt with effectively. This is because when some observations deviate too much from other observations (i.e., outliers), and if used for creating a typing profile of a user, then the typing profile may not accurately represent the user’s normal typing at a keyboard. Some prior studies have detected outliers in the keystroke data, but these have detected outliers using some standard statistical distribution techniques.

An improved keystroke identification/authorization technique capable of using arbitrary text, and improved outlier detection methods, are needed. The following is based upon a PhD dissertation by Shrjit S. Joshi, supervised by Dr. Vir Phohu, entitled “Naive Bayes and Similarity Based Methods for Identifying Computer Users Using Keystroke Patterns”—presented at the College Of Engineering And Science, Louisiana Tech University, in Ruston, La., which is hereby incorporated by reference.

SUMMARY OF THE INVENTION

Each authorized user creates a training data set of keystroke data. Outliers in the data set are preferably identified and removed from the training data set. From the training data set, an authorized user profile is generated for each authorized user. The authorized user profile contains the parameters against which a test data set is compared. Two methods are preferred to compare the test data set against the keystroke parameters or authorized user profile for determining the likelihood that the user is an authorized user: (1) competition between naive Bayes models for user identification (CBM) and (2) similarity based user identification method. A user desiring authorization or identification will type in a test data set, which can be arbitrary text (e.g., the system will present an arbitrary text test for the user to replicate, or the user may simply type a test string). Keystroke parameters are derived from the test sample and compared against the stored autho-
To demonstrate the performance of the proposed method, user identification experiments were performed on six datasets created from the training data. Empirical evaluations indicate that when 14 typing samples (collective letter count of about 1200) are selected in the training data of each user, the identification accuracy of the preferred embodiments, on average, is about 99.33%. Not unexpectedly, the identification accuracy of the method decreases with a decreasing number of typing samples selected in the training data of each user.

For each typing sample, a background program was executing that recorded (1) the ASCII code of each pressed key, (2) the time when the keys were pressed, (3) the ASCII code of each released key, and (4) the time when the keys were released. When a user was typing in the text area, a background program captured two Windows Messages: WM_KEYDOWN and WM_KEYUP. These windows were used in extracting the ASCII value of a pressed key and recording the time when the key was pressed. Similarly, Windows Message WM_KEYUP was used in extracting the ASCII value of a released key and recording the time when the key was released. These key press and key release timings were recorded in milliseconds using SYSTEMTIME structure which has a timing resolution with an order of thousandth of a second ($10^{-3}$). Previous studies have empirically shown that authentication systems perform well when the timings are recorded with a resolution of an order of thousandth of a second.

For convenience, only the letters a-z were used (without distinction of capital letters), and “space” was not included—hence, the sequence “cf cde” detects the following letter pairs—cf, cd, and de. From these recordings, “key press latency” values between two successively pressed keys were calculated. As a consequence, for each typing sample, a set of 26x26–676 vectors is used, each vector containing the extracted key press latency values for a particular combination of letters. For example, the 1st vector was used to record the extracted key press latency values for the letter pair ‘aa’ and the 676th vector was used to record the extracted key press latency values for the letter pair ‘zz’. Some vectors may be empty because some letter pairs did not occur in the typed text. Any alpha-numeric characters could be used in the method, but for convenience, the remaining description will use adjacent typed letters (a-z) as the features for the model.

When a user is providing a typing sample at a computer keyboard, timing information of the typing sample is typically extracted by recording two keystroke events: (1) key press event and (2) key release event. These recordings can be used to ascertain the time when a key was pressed and when a key was released, and the ASCII value of a pressed key and the ASCII value of a released key. The ascertained timing information, regarding the time when a key was pressed and when a key was released, aids in determining: (1) latency between consecutive key press and key release events i.e., the amount of time a key was held down and (2) latency between consecutive key release and key press events i.e., the flight time from a released key to a pressed key. The amount of time a key was held down is referred as ‘key hold time’ and the flight time from a released key to a pressed key is referred as ‘key interval latency’.

In one embodiment, the recordings of key press events and key release events are used to determine the latency between two successively pressed keys (referred as key press latency). Note ‘key press latency’ is determined by adding the latency between consecutive key release and key press events (i.e.,
key interval latency) to the key hold time for the first letter in the letter pair (i.e., the latency between consecutive key press and key release events).

To demonstrate the procedure for extracting key press latency values from a typed text, FIG. 1 illustrates the extraction of the key press latency value when a string ‘AB’ is typed. In FIG. 1, the key press time of letter ‘A’ and the key press time of letter ‘B’ are represented by KP_A and KP_B, respectively (non-capital letters were actually used). In the figure, the key release time of letter ‘A’ is represented by KR_A. As shown in FIG. 1, the key hold time of letter ‘A’ (represented as KHT_A) is KHT_A = KR_A – KP_A. Also we can see in FIG. 1 that the key interval latency between the letter pair ‘AB’ (represented as KIL_AB) is KIL_AB = KP_B – KR_A. From the key hold time of letter ‘A’ and the key interval latency between the letter pair ‘AB’, the key press latency between the letter pair ‘AB’ (represented as KPL_AB) is determined as KPL_AB = KHT_A + KIL_AB.

In one embodiment, the feature value used is KPL for each observed letter pair in a provided typing sample. Other measures could be used for features, including KIL between adjacent letters, or KPL+KHT for the “second” letter of a letter pair. Indeed, the method could be used on three (or more) consecutive letters, but more typing samples may be needed to populate the increased number of feature vectors. A letter pair may be repeated in a provided typing sample i.e., one or more key press latency values can be extracted for a letter pair from the provided typing sample. Therefore to record all the extracted key press latency values for each possible letter pair (or feature) using only pairs of the letters a-z, 676 feature vectors are populated with the feature values for the particular letter pair associated with the letter pair. Some vectors may be empty (e.g., not necessary) because some letter pairs may not be observed in typing a sample.

The extracted feature values from a typing sample are recorded in the feature vectors. For each sample text or training typing samples of a user, an associated feature vector set is created. The features chosen can vary based upon the application, and can include timing for a particular letter, timing for letter pairs or other value pairs (for instance, if spaces, capital letters, punctuation marks, and numbers or other alphanumeric characters may be included in sample set), timing information for triplets of letters or typed values (as opposed to pairs of letters). As referenced herein, a typing characteristic is chosen as the “features” (adjacent letter pairs, for instance) and the “feature values” are those values associated with particular features (timing recorded between for that feature, such as KPL times) and assigned to that feature. The populated feature vectors constitute the authorized user’s training data set.

Mathematically, these vectors of a user can be represented as

$$X = (X_1, X_2, \ldots, X_n, \ldots, X_m),$$

where subscript n represents the total number of vectors (in the example, n=676), X_1 represents a vector containing the extracted feature values for the first feature (i.e., for letter pair ‘aa’), X_2 represents a vector containing the extracted feature values for the second feature (i.e., for letter pair ‘ab’). A pictorial representation of these X_i through X_n, vectors is given in FIG. 2.

Furthermore, each vector X_i can be represented as

$$X_i = (x_{i1}, x_{i2}, \ldots, x_{im}),$$

where subscript i refers to an i-th feature, superscript m represents the total number of times feature value for the j-th feature is recorded, and x represents the recorded feature value for the i-th feature at the j-th component position in the X_i vector. For instance—let us suppose, user typed a text “aaa ab ab ab” using a keyboard.

As shown in the FIG. 3, from the typed text “aaa ab ab ab”, we can extract three feature values for the letter pair ‘aa’ and two feature values for the letter pair ‘ab’. The extracted feature values (henceforth, referred to as “key press latency values”) from this typed text are given in the FIG. 3. We can see that (1) the extracted key press latency values for the letter pair ‘aa’ are 110, 90, and 100; therefore, in the figure X_1=[110, 90, 100] and (2) the extracted key press latency values for the letter pair ‘ab’ are 170 and 160; therefore, in the figure X_2=[170, 160].

Outlier Removal from the Training Data Set

A distance based outlier detection method is one method to detect outliers or abnormal data points from the training data. For explanation, suppose the training data is extracted from N typing samples of a user, representing entries in a possible 676 vector set. Outliers in each vector are detected using the following three steps:

1. Determining the neighborhood of each key press latency value (data point) present in the vector;
2. Determining the number of neighbors of each data point; and
3. Data point is identified as an ‘outlier’ if the number of neighbors of the data point is less than a user-defined value.

A neighborhood of a data point represents a region around the data point, which is determined using a distance threshold “r”, where distance is measured using a predefined metric. The number of neighbors of a data point represents the total number of data points of the vector that fall within the neighborhood of the data point. In one trial, the metric chosen was “absolute value” with a distance threshold of r=100 ms. A data point is flagged as an “outlier” if the number of neighbors identified for that data point is less than a specified 13 of the total data points present in the vector (in experiments, β~68%, about one standard deviation was employed). These values chosen were based upon an assumed Gaussian distribution for the feature values, and, for typed text, this assumption appears reasonable. If the party employing the methods has additional information that would indicate an expected distribution other than Gaussian, that knowledge can be used to choose the neighborhood value, and the number of neighbors required to be considered an “inlier” data point. The value of 100 ms was chosen based upon a mean value (over all letter pairs) of about 90 ms with a 2 sigma range of about 60 to 150 ms. The sample data was collected using a standard sized QWERTY keyboard desktop/laptop type keyboard. A different keyboard is used, for instance, a alphanumeric keyboard of a standard cell phone, the digital QWERTY keyboard of a phone (where two fingers are used instead of all fingers) or other keyboard type, the keyboard definition and neighbor population may be adjusted based upon experience with the particular keyboard. Additionally, the values chosen were constant for all users and all letter pairs. With sufficient samples and mining of the trial data sets, individual values (r and β values) may be selected for each user, and even for each user’s letter pairs.

For purposes of explanation, outlier detection will use the values in Example 1—seven feature values (in milliseconds) extracted in our user identification experiment for the 171-th feature (i.e., for letter pair ‘go’) for a particular user from the 14 typing samples of that user: 234, 516, 281, 250, 281, 565, and 1500 (these are all values of the 171-th feature from all of the 14 typing samples grouped together).
In this example the value of \( m_{171} \) (as given in the Equation 2) is seven because a total of seven feature values are extracted for the 171st feature from the selected typing samples of a user. The vector \( X_{171} \), which is created to record the extracted feature values for the 171st feature, is given as:

\[
X_{171} = \{x_{171}^{1}, x_{171}^{2}, x_{171}^{3}, x_{171}^{4}, x_{171}^{5}, x_{171}^{6}, x_{171}^{7} \} = \{234, 281, 516, 281, 250, 281, 1500 \}.
\]

The seven values present in the vector \( X_{171} \) are plotted in the FIG. 4.

By visual inspection, the five values: \( x_{171}^{1}, x_{171}^{2}, x_{171}^{3}, x_{171}^{4}, x_{171}^{5} \) and \( x_{171}^{7} \) are grouped together with the values ranging from 234 to 281. However, the two values of the vector: \( x_{171}^{6} \) and \( x_{171}^{7} \) shows a variability with the remaining values of the vector \( X_{171} \). These two values can be classified as the candidate outliers of this vector. To detect such outlying values in a vector, the following definitions are incorporated in one outlier detection method.

A neighborhood of a feature value \( x_i \) is defined as a region around the value \( x_i \) which ranges from \( x_i - r \) to \( x_i + r \). A feature value \( x_i \) is a neighbor of a feature value \( x_j \), if the value \( x_j \) falls within the neighborhood of \( x_j \). Finally, a feature value \( x_i \) in a vector \( X_i \) is an outlying value with respect to the remaining feature values of the vector \( X_i \), if less than \( \beta \) feature values of the vector are within the neighborhood of \( x_i \). A sample pseudo code for determining neighbors is depicted in FIG. 5. This method in essence looks for clusters of data pointing, and labels as an outlier those data points not within a sufficiently dense cluster.

A pseudo-code of the proposed distance based outlier detection method is given in FIG. 5. In FIG. 5, the total number of neighbors determined for an \( x_i \) value is denoted by \( NN(x_i) \). If the total number of neighbors determined for a feature value is less than some \( \beta \) percentage of the total number of values present in the vector, then the feature value is detected as an outlier. Otherwise, the feature value is considered as an "inlier".

Note the parameter \( r \) is useful for determining the neighborhood of a feature value and the parameter \( \beta \) aids in setting a criterion for detecting outliers in a vector. Both these parameters are set to some pre-defined values. A known problem of overfitting (i.e., selecting parameter values in such a way that method attains the best results on a particular dataset, but fails to attain the same kind of results on another dataset) may arise. To limit the overfitting problem, \( r \) was set to 100 for all proposed methods. The \( \beta \) value was set to 68% throughout our user identification experiments. In certain applications, \( r \) and \( \beta \) may vary based upon the identity of the authorized user—for instance, for experienced or consistent typists, smaller \( r \) and larger \( \beta \) values may be appropriate.

### TABLE 1

<table>
<thead>
<tr>
<th>Component Position in the vector</th>
<th>Feature Value</th>
<th>Neighborhood region</th>
<th>Number of Neighbors</th>
<th>Outlier decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>234</td>
<td>[134, 334]</td>
<td>234, 281, 250, 281, 265</td>
<td>5 No</td>
</tr>
<tr>
<td>2</td>
<td>516</td>
<td>[416, 616]</td>
<td>516</td>
<td>1 Yes</td>
</tr>
<tr>
<td>3</td>
<td>281</td>
<td>[181, 381]</td>
<td>234, 281, 250, 281, 265</td>
<td>5 No</td>
</tr>
<tr>
<td>4</td>
<td>250</td>
<td>[150, 350]</td>
<td>234, 281, 250, 281, 265</td>
<td>5 No</td>
</tr>
<tr>
<td>5</td>
<td>281</td>
<td>[181, 381]</td>
<td>234, 281, 250, 281, 265</td>
<td>5 No</td>
</tr>
</tbody>
</table>

Table 1 illustrates the obtained results of the outlier detection method on Example 1. In the table: (1) the first column ‘Component Position in the vector’ gives a sequential ordering of the seven components of the \( x_{171} \) vector, (2) the second column ‘Feature Value’ shows the feature values (in milliseconds) present in the \( x_{171} \) vector, (3) the third column displays the ‘Neighborhood region’ determined for each of the components of the vector (neighborhood of a feature value is determined in the Step 2.1 of the method, as shown in the FIG. 5), (4) the fourth column lists the ‘Neighbors’ of each of the components of the vector, (5) the fifth column determines the ‘Number of Neighbors’ of each of the seven components of the vector, and (6) the sixth column makes an outlier decision on each component based on the number of neighbors determined for a component. Note for this example, the value of \( \beta = 0.68 \times 7 = 4.76 \); therefore, feature values 516 and 1600, which have less than \( \beta \) neighbors, are considered as outliers. These detected outliers are preferably discarded from the vector before creating the authorized user typing profiles.

To demonstrate the performance of the proposed distance based outlier detection method, user identification experiments were performed on six datasets. (Note total 1150 sets were created from the six datasets in such a way that the training data present in one set do not exactly match with that present in another set.) For determining the improvement in the identification accuracy of the proposed methods, user identification experiments were performed on both (1) when the detected outliers are discarded from the training data and (2) when the outliers are not discarded from the training data. Empirical results show that the identification accuracy of the CNBM method is improved, on average, by 42.16% and the identification accuracy of the method ‘Similarity based user identification method’ is improved, on average, by 42.53% when the detected outliers by our proposed outlier detection method were discarded from the training data of a user. Hence, it is preferred that outliers be detected and removed from the training data sets. At the conclusion of this stage, the feature values have been vectorized with outliers preferably removed. Next, the authorized user profile are created from each authorized users trial data set. The contents of the authorized user profile can vary based upon the method chosen for the user identification or authorization stage.

User Identification Phase

Two preferred embodiments of user identification methods include: (1) Competition between naïve Bayes models (CNBM) for user identification and (2) Similarity based user identification method. The objective of the user identification phase in each proposed method is to identify a user given a test typing sample, ‘Identification’ can include a finding that the tested user is not an authorized user. In the user identification phase, the identity of the user is tested using a one-to-many search (e.g., the test user is compared to the profiles of many authorized users). The method may also be applied in a one-to-one situation (where the user has identified himself/ herself, such as with a “log-in” id, and the method is used to confirm that user’s identification).
The tested user provides a test typing sample. Preferably, the system displays arbitrary text on a display device for the user to attempt to replicate. Preferably, the test text varies from the identification sessions, and can be random text generated by the processor connected to the input terminal (display device and text input "keyboard"). Outliers are not generally removed from the test data set, and the test text can be a fairly small population (e.g., 8-15 letter pairs, preferably 10 letter pairs). As discussed above, preferably the user typed text should be free text, but the method also works for fixed text. The text to be typed may be generated by the system and presented to a user to replicate, or the user may simply type in a string of text, not prompted by the system. The system may also periodically sample a user's typing (assuming the user has been authorized access to a text input device) to verify that the prior identified authorized user's identity has not changed.

Each feature $X_{ij}$ of the model, feature values (here observable press latency values for the letter pair) are extracted from the provided test typing sample. A letter pair may be repeated in a provided test typing sample i.e., one or more feature values are extracted for a letter pair from the provided test typing sample. Again, to record all possible extracted key press latency values for each possible letter pair, a total 26×26=676 vectors would be needed. However, in the test set, general, 676 vectors will not be present. For ease of explanation, it will be assumed that all vectors are populated with values, including the null value, indicating the letter pair is absent. Each of these 676 vectors is used to record the key press latency values for a particular letter pair. The feature values (here key press latency values) contained in these 676 vectors constitute the test data.

In the user identification phase, these 676 vectors containing the test data are used to ascertain the identity of the user for the given test typing sample, by comparing the test data against a stored set of authorized user profiles. In general, we have found that ten (10) common features (e.g., letter pairs that appear in all authorized users profiles) provides sufficient data for proper identification with the method.

Creation of an Authorized User Profile Using CNBM

In a preferred embodiment of the training phase using the CNBM method, the detected ouliness values are discarded from the training data of a user and the remaining training data is used to create a typing profile of the user.

In the training phase, a naïve Bayes model is created for a user. Using only α-β letter pairs, the model has total 676 feature, where each feature corresponds to a particular letter pair based on the naïve Bayes assumption, features of the model are independent of each other.

Each feature $X_{ij}$ of the model is a discrete variable. However, the feature values that are extracted from a typing sample can range from 0 to almost ∞. Therefore, the feature values in the training data of a user must be discretized or binned into some predetermined $k$ bins for each feature. The probability parameters of each feature $X_{ij}$ of the model, with $k$ bins, can be represented as

$$\theta_{ij} = (\theta^1_{ij}, \theta^2_{ij}, \ldots, \theta^k_{ij}), \quad \text{Equation 3}$$

such that

$$\sum_{j=1}^{k} \theta^j_{ij} = 1.$$

Each $\theta_{ij}$ is assumed to follow a Dirichlet distribution with parameters $\alpha$, $\alpha$, $\ldots$, $\alpha$ where $\alpha$ is the prior for each $\theta_{ij}$. The probability of each $\theta^j_{ij}$ is estimated using the following equation

$$\theta^j_{ij} = \frac{\alpha_j + \gamma_j}{\alpha + m_j}, \quad \text{Equation 4}$$

where (1) $m_j$ represents the total number of times the feature values for the $j^{th}$ feature is recorded in the training data of the user (after the detected outliers are discarded) from the $X_{ij}$ vector and (2) $\gamma_j$ represents the total number of times (out of total $m_j$ values) the feature values for the $j^{th}$ feature are discretized or binned into the $j^{th}$ bin, and (3) $\alpha = \alpha_0 \alpha_j$. Typically, $\alpha_1$, $\alpha_2$, $\ldots$, $\alpha_j$ are estimated using Jaynes prior estimate, i.e., setting the value of each $\alpha_j$ to zero $\alpha_0 = 1.0$. However, if the value of any $\gamma_j$ is zero, then zero probability value will be estimated for the parameter $\theta^j_{ij}$. To avoid this practical problem, Laplace’s estimate was used for setting the value of each $\alpha_j$. In Laplace’s estimate, the value of each $\alpha_j$ is 1, i.e., $\alpha_0 = 1.0$. In one embodiment, two bins are employed (k=2) for each feature. Feature values will thus be assigned to bin 1 or bin 2. An interval for the first bin of each feature is estimated by determining the mean and standard deviation value from the recorded feature values of each feature in the user’s training data. More specifically, if $\mu_1$ and $\sigma_1$, respectively, represent the mean and standard deviation value of the recorded feature values for an $i^{th}$ feature (after discarding the detected outliers from the $X_{ij}$ vector), then the interval for the first bin of this feature is $[\mu_1 - 3 \sigma_1, \mu_1 + 3 \sigma_1]$, for some user chosen value $\omega$. A feature value is “discretized” by assigning the feature value to the first bin if the value is within the interval $I$, and assigning the feature value to the second bin if the value does not fall into the interval $I$. The population of each bin is tracked, as these populations will be used for determination of probabilities. The user profile will thus comprise, for each feature in the user profile, the values $\mu_1$, $\sigma_1$, $\omega_1$, the population of bin 1, and the population of bin 2. These stored values can be modified by combining the two values $\sigma_1$, $\omega_1$, into a single value $\sigma_1^*\omega_1$ by storing the interval values $[\mu_1 - 3 \sigma_1^*\omega_1, \mu_1 + 3 \sigma_1^*\omega_1]$, or by storing the probabilities for the feature bins (for a 2-bin model, only one bin probability needs to be stored). If $\omega$ is constant for the method, $\omega$ may be stored once as a global value, and not stored with each user profile. These stored values may be modified (e.g., modify $\omega$) by a system administrator to account for changing user physiological characteristics, without the need to have new trial typing samples acquired. Note however, that if the physical characteristics of an authorized user radically changes, (for instance will a disability), new typing trials may be needed.

For a CNBM embodiment, the authorized user profile will thus comprise, for each feature, the values $\mu_1$, $\sigma_1$ (and possibly $\omega$), the population of bin 1, and the population of bin 2. Instead of storing the populations, the probability of a value being in bin 1 (or bin 2, for in a two bin model, Prob(bin1)+ Prob(bin2)=1) could be stored, that is (1+population of bin 1)/(2+population of bin 1+bin 2) (using Laplace’s estimate). As discussed above, these stored values can be reduced or modified (e.g., store $[\mu_1 - 3 \sigma_1^*\omega_1, \mu_1 + 3 \sigma_1^*\omega_1]$). This data set of feature characteristics comprises the authorized user profile for the CNBM method.

Parameter $\omega$ is useful for determining an interval for the first bin of each feature. A numerical value must be set for $\omega$ to estimate the parameters of the naïve Bayes model of each
user. To limit the overfitting problem described earlier, the value of $\gamma$ was set to two (2) throughout the user identification experiments for each user and feature. This value captures about 98% of the expected user values (outlier’s removed) and for a Gaussian distribution, produces very acceptable results. As mentioned above, if a distribution other than Gaussian is anticipated, this value may be modified to reflect the expected distribution.

CNBM Method of Identification of a User Against the Authorized User Profiles

One objective of the user identification phase in the ‘CNBM’ method is to identify a user as one (or none) from a set of users $\{U_1, U_2, \ldots, U_N\}$ using Bayes’ theorem, where $N$ represents the total number of users registered with the user identification system. A probability value for each authorized user $U_i$, that a set of vectors $Z = \{Z_1, Z_2, \ldots, Z_m\}$ is generated from his (or her) model is determined using Bayes’ theorem as follows:

$$P(U_i|Z) = \frac{P(Z|U_i) \cdot P(U_i)}{P(Z)}, \quad \text{Equation 5}$$

In the above equation, the first term $P(U_i|Z)$ is the posterior probability or conditional probability of user $U_i$ given a set of vectors $Z$. As set $Z$ consists of vectors $Z_1, Z_2, \ldots, Z_m$, Equation 5 can be written as

$$P(U_i|Z) = P(U_i|Z_1, Z_2, \ldots, Z_m) \quad \text{Equation 6}$$

Under the naïve Bayes assumption, all the features are independent of each other given a user $U_i$’s model. Therefore, Equation 6 can be written as

$$P(U_i|Z) = P(U_i|Z_1, Z_2, \ldots, Z_m) = \prod_{j=1}^{m} P(Z_j|U_i) \quad \text{Equation 7}$$

Note that the term $P(Z) = P(Z_1, Z_2, \ldots, Z_m)$ in Equation 7 is considered as constant, because it does not provide any discrimination between the users. However, if needed, $P(Z) = \Sigma_{U_i} P(U_i) P(Z|U_i)$.

Furthermore, each $Z_j$ vector consists of feature values $z_j^1, z_j^2, \ldots, z_j^m$, where (1) subscript $j$ refers to a $j^{th}$ feature, (2) superscript represents the total number of times feature value for the $j^{th}$ feature is recorded in the vector $Z_j$, and (3) $z_j^j$ represents the recorded feature value for the $j^{th}$ feature at the $j^{th}$ component position in the $Z_j$ vector. Therefore, Equation 7 can be written as

$$P(U_i|Z) = \prod_{j=1}^{m} P(Z_j|U_i) \quad \text{Equation 8}$$

In the above equation, the numerator term $P(U_i)$ refers to the probability of observing user $U_i$ (out of $N$ registered users). One method to estimate $P(U_i)$ is using the following equation:

$$P(U_i) = \frac{\gamma}{N}, \quad \text{Equation 9}$$

where (1) $\gamma$ is the total number of training typing samples provided by the user $U_i$, (2) $N$ is the total number of training typing samples provided by a user $U_j$, and (3) $N$ is the total number of users providing typing training samples (i.e., $N$ represents the total number of registered users). This is only one method of estimating $P(U_i)$, other estimates could be used based upon other criteria. For instance, historical access criteria could be used to estimate $P(U_i)$ Consider a situation where the method is deployed on an office secured access point (e.g., a secured entrance, a computer terminal, etc) that is used by only four authorized users. If the access point is a dedicated access point (one where only one user may use the system at a time, for instance, an office computer), where the first authorized user accesses a dedicated access point $1/4$ of the time, a second authorized user accesses $1/4$ of the time, and the $3^{rd}$ and $4^{th}$ authorized users accessing $1/8^{th}$ of the time each, then $P(U_i)$ could be estimated as $1/8$, $1/4$, $1/8$ and $1/8$ for the $1^{st}$, $2^{nd}$, $3^{rd}$ and $4^{th}$ user respectively. A similar situation can occur with a non-dedicated access point, such as a building. For instance, if user 1 is present in the office during business hours every day, user 2 every other day of the week (avg. 2.5 days/week), user 3 once a week, and user 4 once a month, then $P(U_i)$ could be estimated (assuming a 20 day work month) as 20/35, 10/35 and 1/35 for user 1, 2, 3 and 4 respectively (e.g., users days/(total user days/month)). $P(U_i)$ may be calculated and stored for each authorized user.

In the Equation 8, the term $P(Z_j|U_i)$ refers to the probability of observing a feature value $z_j^j$, the $j^{th}$ feature in the model of user $U_i$. A numerical value for the term $P(Z_j|U_i)$ is determined in the following two steps: (1) first, the feature value $z_j^j$ is assigned (discretized) into one of the bins created for the $j^{th}$ feature in the model of user $U_i$, and (2) the estimated probability value of the bin is assigned to $P(Z_j|U_i)$, where the probability is estimated as the (1-population in bin $i$)/(k+ population all bins) (using Laplace’s estimate, where k=number of bins present). As described above, one embodiment uses a two bin model, i.e., k=2.

For a two bin model, a numerical value of the term $P(Z_j|U_i)$ can be determined if, and only if, the feature value $z_j^j$ can be assigned into either of the bins created for the $j^{th}$ feature in the model of user $U_i$. However, note that: (1) determining a bin to which a feature value $z_j^j$ can be assigned is based on the estimated interval for the first bin of the $j^{th}$ feature in the model of user $U_i$, and (2) an interval for the first bin of the $j^{th}$ feature (in the model of user $U_i$) can be estimated if, and only if, two or more feature values for the $j^{th}$ feature are observed in the user $U_i$’s training data. Hence, a numerical value for the term $P(Z_j|U_i)$ cannot be determined if one, or less than one, feature value for the $j^{th}$ feature is observed in the user $U_i$’s training data. That is, the letter pair must appear more than once in the training data set for inclusion in the CNBM method.

Because of this, a situation may arise where for one or more than one values, a numerical value for the term $P(Z_j|U_i)$ can be determined for some authorized users, but not for all. In this situation, a probability estimate determined for each of the $N$ registered users, that a set of vectors $Z$ are generated from their respective naïve Bayes model, is not based on the same evidence, and this probability estimate preferably is not used for the CNBM method (Bayes’ theorem should be used for comparing two or more posterior probabilities if, and only
if, all the obtained posterior probabilities are determined using the same evidence). Therefore, to determine the posterior probability value for each user using the same evidence, only those features from $X_1, X_2, \ldots, X_n$ having a defined interval for the first bin, should be selected for use in the naive Bayes’ model of each of the $N$ users. In other words, preferably we select the features from $X_1, X_2, \ldots, X_n$ such that $P(z_i | U_j)$ can be determined in each user’s model, and thereby use the same evidence to determine posterior probability value for each authorized user. With sufficient trial typing samples for each authorized user, this should not be a hindrance to adoption of the CNBM method. Alternatively, the authorized user profiles can be adjusted to remove all features (for instance, set the feature values to the null value) for those features lacking multiple feature values across all authorized users, in which event, that particular letter pair would not be used for later comparison.

Finally, an initially identified user for a given test typing sample is the one whose posterior probability is the highest among all other users. Mathematically, identifying user $U_i$ for a given test typing sample is given as:

$$
\text{Assign } Z \text{ to } U_i \text{ if } P(U_i | Z) = \max_{j \in N} P(U_j | Z).
$$

The assigned value for $P(U_i | Z)$ is considered the user’s score. The following example—Example 2—will be used in the remainder of this application to illustrate the user identification phase of the ‘CNBM’ method.

### Table 2

<table>
<thead>
<tr>
<th>Feature (letter pair)</th>
<th>Feature number</th>
<th>Feature value (in milliseconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pu</td>
<td>$Z_{411}$</td>
<td>135</td>
</tr>
<tr>
<td>ur</td>
<td>$Z_{338}$</td>
<td>105</td>
</tr>
<tr>
<td>rp</td>
<td>$Z_{458}$</td>
<td>95</td>
</tr>
<tr>
<td>po</td>
<td>$Z_{405}$</td>
<td>90</td>
</tr>
<tr>
<td>os</td>
<td>$Z_{473}$</td>
<td>74</td>
</tr>
</tbody>
</table>

**Example 2**

Let us suppose, user identification system has two registered users: $U_1$ and $U_2$. Let the model of each user is trained on the same number of training typing samples. Let a test typing sample with text “purpose” is provided by a user. In Table 2, each extracted feature value (key press latency value) from the test typing sample is given, along with the corresponding feature (letter pair) and its corresponding feature number. We can see in Table 2, following six letter pairs are observed in the test typing sample: (1) letter pair “pu”, (2) letter pair “ur”, (3) letter pair “rp”, (4) letter pair “po”, (5) letter pair “os”, and (6) letter pair “se”.

We can see in the Table 3: (1) for the letter pair ‘po’, the mean and standard deviation values are not determined in the trained model of user $U_1$, and (2) for the letter pair ‘ur’, the mean and standard deviation values are not determined in the trained model of user $U_2$. This is because the letter pair ‘po’ and the letter pair ‘ur’ may have been observed less than two times in the training typing samples of user $U_1$ and in the training typing samples of user $U_2$, respectively. Therefore, we can see in the Table 4, an interval for the first bin of the feature corresponding to the letter pair ‘po’ is not determined in the model of user $U_1$ and an interval for the first bin of the feature corresponding to the letter pair ‘ur’ is not determined in the model of user $U_2$. Hence, these features are excluded from the probability estimate.

### Table 3

<table>
<thead>
<tr>
<th>Feature (letter pair)</th>
<th>Feature number</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>pu</td>
<td>$Z_{411}$</td>
<td>120</td>
<td>3</td>
</tr>
<tr>
<td>ur</td>
<td>$Z_{338}$</td>
<td>135</td>
<td>10</td>
</tr>
<tr>
<td>rp</td>
<td>$Z_{458}$</td>
<td>90</td>
<td>12</td>
</tr>
<tr>
<td>po</td>
<td>$Z_{405}$</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>os</td>
<td>$Z_{473}$</td>
<td>130</td>
<td>10</td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>Feature number</th>
<th>Interval from</th>
<th>Interval to</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_{411}$</td>
<td>114</td>
<td>126</td>
<td>0.80</td>
</tr>
<tr>
<td>$Z_{338}$</td>
<td>115</td>
<td>155</td>
<td>0.90</td>
</tr>
<tr>
<td>$Z_{458}$</td>
<td>66</td>
<td>114</td>
<td>0.95</td>
</tr>
<tr>
<td>$Z_{405}$</td>
<td>110</td>
<td>150</td>
<td>0.85</td>
</tr>
<tr>
<td>$Z_{473}$</td>
<td>100</td>
<td>180</td>
<td>0.70</td>
</tr>
</tbody>
</table>

To ascertain the identity of the user who might have typed the text “purpose” in the above example, we first select the features including $Z_1, Z_2, \ldots, Z_n$, such that an interval for the first bin of each selected feature is estimated in the model of user $U_1$, and in the model of user $U_2$. We can see in Table 4, an interval for the first bin of feature $Z_{411}$ and that of feature $Z_{405}$ are not determined in the models of both the users. Therefore, these features are not selected, and the remaining extracted features from the test typing sample, the common features present (i.e., $Z_{411}, Z_{458}, Z_{473}$, and $Z_{473}$) are selected to make a user identification decision, that is the total number of common features used is 4, and the total number of feature values used in the method for this test text is 6.

For Example 2, the posterior probability of user $U_1$, that the extracted feature values from the test typing sample is generated from his (or her) model, is determined as follows. First, the extracted feature values that are selected to make an identification decision are discretized based on the estimated intervals in the model of user $U_1$. We can see that (see Table 2): (1) the extracted feature value for the feature $Z_{411}$ (i.e.,
\[ z_{41} = 135 \] is discretized into the second bin, (2) the extracted feature value for the feature \( z_{485} \) (i.e., \( z_{485} = 95 \)) is discretized into the first bin, (3) the extracted feature value for the feature \( z_{383} \) (i.e., \( z_{383} = 107 \)) is discretized into the second bin, and (4) the extracted feature value for the feature \( z_{473} \) (i.e., \( z_{473} = 74 \)) is discretized into the second bin in the model of user \( U_1 \). Therefore, the probability value for user \( U_1 \) that test typing sample is generated from his (or her) model is determined as follows:

\[
P(U_1 / Z) = \frac{P(U_1)}{P(Z)} \times \prod_{j=1}^{n} \left( \prod_{i=1}^{m} P(Z_i / U_1) \right)
\]

\[
= 0.5 \times \frac{P(U_1)}{P(Z)} \times \left( P(z_{41} / U_1) \cdot P(z_{485} / U_1) \cdot P(z_{383} / U_1) \cdot P(z_{473} / U_1) \right)
\]

\[
= 0.5 \times \frac{P(U_1)}{P(Z)} \times [0.2 \times 0.95 \times 0.15 \times 0.30]
\]

\[
= 0.004275
\]

So 0.004275/P(Z) is the score for this users attempt compared to user \( U_1 \). Note in the above calculation, the P(U1) is 0.5 (as is P(U2)) because both the registered users have provided the same number of training samples.

Similarly, the posterior probability of user \( U_2 \) that the extracted feature values from the test typing sample is generated from his (or her) model, is determined as follows. First, the extracted feature values that are selected to make an identification decision are discretized based on the estimated intervals in the model of user \( U_2 \). We can see: (1) the extracted feature value for the feature \( z_{485} \) (i.e., \( z_{485} \)) is discretized into the first bin, (2) the extracted feature value for the feature \( z_{485} \) (i.e., \( z_{485} \)) is discretized into the second bin, (3) the extracted feature value for the feature \( z_{383} \) (i.e., \( z_{383} \)) is discretized into the first bin, and (4) the extracted feature value for the feature \( z_{473} \) (i.e., \( z_{473} \)) is discretized into the first bin in the model of user \( U_2 \). Therefore, the probability value for user \( U_2 \) that test typing sample is generated from his (or her) model is determined as follows:

\[
P(U_2 / Z) = \frac{P(U_2)}{P(Z)} \times \prod_{j=1}^{n} \left( \prod_{i=1}^{m} P(Z_i / U_2) \right)
\]

\[
= 0.5 \times \frac{P(U_2)}{P(Z)} \times \left( P(z_{41} / U_2) \cdot P(z_{485} / U_2) \cdot P(z_{383} / U_2) \cdot P(z_{473} / U_2) \right)
\]

\[
= 0.5 \times \frac{P(U_2)}{P(Z)} \times [0.8 \times 0.05 \times 0.95 \times 0.80]
\]

\[
= 0.0152
\]

Among the two users of the user identification system, user \( U_2 \) has the highest posterior probability; hence, user \( U_2 \) is considered as the tentative identified authorized user for the test typing sample given in example 2. If the score (actually P(U1/Z)*P(Z)) is “too low”, then the user may be identified as neither \( U_1 \) or \( U_2 \), that is, the user is not an authorized user. To judge whether the probability is “too low”, one method would be to compare a minimum desired probability for each feature (say \( p = 0.6 \)), and calculate (desired probability)\( ^m \)\( n \) (number of common test features values), for instance, for the case of two users with test text “purpose”, the minimum threshold would be 0.6*0.6=0.36, or 0.6*0.6*0.6*0.6=0.0696. For the above example, both P(U1/Z)*P(Z) = 1, 2 is less than this minimum threshold probability product, and hence, the status of “non-authorized” user may be assigned to the tested user. Alternatively, the tentatively identified authorized user’s expected probabilities (EP) for the particular letter pairs (i.e., the probability for the letter pair to be within \( \sigma_{\text{auth}} \), for the selected \( o \)) could be used to form a product as a threshold for comparison with the calculated value. For instance, in the two user example above, the expected probability would be

\[
\Sigma_{\text{common}} \cdot \text{EP}(Z_1) \cdot \text{EP}(Z_{41}) \cdot \text{EP}(Z_{485}) \cdot \text{EP}(Z_{383}) \cdot \text{EP}(Z_{473}) = 0.8 \times 0.95 \times 0.15 \times 0.30 \times 0.57776
\]

This expected probability may be modified to account for possible typing errors, for instance, by taking 70% of the product for comparison purposes.

In the event of a one-to-one situation, the user identifies himself/herself as a user, for instance, by logging into the system. The method can then be used to test the identified user against the stored user profile for that identified user. Again, a typing sample would be taken, and parameters extracted from the test typing sample for comparisons against the user profile identified with the login id. In this instance, the user would not be compared against all authorized users, but only the previously identified user. If the calculated score (here P(U1/Z) for the identified user) determined to be too low (falling below a minimum threshold, for instance, less than 0.9*EP\( _{\text{common}} \)\( Z_i \)) the method would indicate a mismatch between the identified user and that identified user’s typing profile. Based on the outcome of the comparison, decisions on how to deal with the user will be made (for instance, to deny the user access to a secured device or area).

Creation of an Authorized User Profile Using Similarity Method

Using the “Similarity based user identification method”, it is also preferred that outliers are detected and removed from the training data set. In the training phase of the “Similarity based method”, an authorized user profile is created for each authorized user. For explanation purposes, the feature model is as before, with feature values being key press latency with a total 676 features representing letter pairs. The profile parameters of an authorized user’s model are estimated by determining the mean and standard deviation values from the recorded feature values of each feature in the user’s training data. A user profile is represented by two vectors: (1) a vector containing the determined mean value for each of the n features i.e., \( \mu = [\mu_1, \mu_2, \ldots, \mu_n] \) and (2) a vector containing the determined standard deviation value for each of the \( n \) features i.e., \( \sigma = [\sigma_1, \sigma_2, \ldots, \sigma_n] \).

Identification of a User Against the Similarity Created User Profiles

The objective of the user identification phase in this method is to identify a user from a set of users \( U = \{U_1, U_2, \ldots, U_{n_1}, U_{n_2}\} \) by assigning a similarity score to each of the users present in the set \( U \). A similarity score is assigned to a user given a set of vectors \( Z = \{z_1, z_2, \ldots, z_{n_1}, z_{n_2}\} \), where subscript \( n \) represents the total number of vectors (in our case, the value of \( n \) is set to 676). Note (1) \( z_i \) represents a vector containing the extracted feature values for the first feature (i.e., for letter pair “aa”) from a test typing sample, (2) \( z_j \) represents a vector containing the extracted feature values for the second feature (i.e., for letter pair “ab”) from a test typing sample, (3) \( z_{n_1} \) (in our case \( Z_{n_1} = z_{n_1} \)) represents a vector containing the extracted feature values for the \( (n-1)^{th} \) feature (i.e., for letter pair “zy”) from a test typing sample, and (4) \( z_{n_2} \) (in our case \( Z_{n_2} = z_{n_2} \)) represents a vector containing the extracted feature values for the \( n^{th} \) feature (i.e., for letter pair “zz”) from a test typing sample. Fur-
Hereinafter, each vector \( Z_i = \{z_{i1}, z_{i2}, \ldots, z_{in_i}\} \), where (1) subscript \( i \) refers to an \( i \)-th feature, (2) superscript \( m \) represents the total number of times feature value is recorded from a test typing sample, and (3) \( z_{ij} \) represents the recorded feature value for the \( j \)-th feature at the \( i \)-th component position in the \( Z_i \) vector. In this method, a trained authorized user profile consists of two vectors (1) a vector containing the mean value for each of the \( n \) features i.e., \( \mu = \{\mu_1, \mu_2, \ldots, \mu_n\} \), and (2) a vector containing the standard deviation value for each of the \( n \) features i.e., \( \sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_n\} \). Each authorized user profile is associated with the authorized user that created the trial typing tests.

To determine a similarity score for a user \( U_j \), each feature value observed in \( Z \) is compared with the authorized user profile or trained model of \( U_j \). A similarity score for user \( U_j \) is determined using two measures: (1) “matching feature values” – a feature value \( z_{ij} \) is considered a “matching feature value” if the mean and standard deviation values are determined for the \( j \)-th feature in the authorized user profile or trained model of \( U_j \) (that is, the training data set contained more than one occurrence of the relevant non-outlier values used to create the relevant profile); and (2) “similar feature values” – a feature value \( z_{ij} \) is considered as “similar feature value” to the model of a user \( U_j \) if, feature value \( z_{ij} \), falls within a feature interval \( I_{j} = [\mu_j - \omega \cdot \sigma_j, \mu_j + \omega \cdot \sigma_j] \) (where \( \mu_j \) and \( \sigma_j \) respectively, represent the mean and standard deviation value for the \( j \)-th feature in the model of user \( U_j \)). The inventors have found that \( \omega = 2 \) is a preferred value, as it should capture \( \approx 98\% \) of a authorized user input. Using these two measures, a similarity score \( SS_{U_j} \) is assigned to user \( U_j \) using the following equation:

\[
SS_{U_j} = \frac{\text{Number of Similar Feature Values}}{\text{Number of Matching Feature Values}}
\]

The similarity score against a particular authorized user is thus the number of features values of the test typed text in the respective feature window for that user (“IN”), summed over all features \( \Sigma \text{IN} \), divided the total number of feature values of the test typed text, both those in the interval and those outside of interval feature for a respective user, summed over all features \( \Sigma \text{IN/OUT} \).

From the above equation, we can conclude that the highest similarity score that can be assigned to any user is 1 and the lowest similarity score that can be assigned to any user is 0. The authorized user whose similarity score is the highest, among the similarity scores assigned to each of the authorized users, is considered as the overall score for the tentatively identified user for the given test typing sample.

As discussed in the ‘Competition between naïve Bayes models for user identification’, we select features from \( Z_1, Z_2, \ldots, Z_n \) such that an interval for the first bin of each selected feature is estimated in the naïve Bayes models of all the users to make an identification decision. That is, in the ‘Competition between naïve Bayes models for user identification’, we select extracted feature value for making an identification decision if it is considered as a matching feature value in the models of all the users. However in the user identification phase of the ‘Similarity based user identification method’, a similarity score is assigned to a user by finding how many matching feature values are observed in the model of that user only. This helps in using more, or at least the same, number of feature values for making an identification decision using the ‘Similarity Method’ when compared with the number of features selected for making an identification decision using the ‘CNBM Method models for user identification’.

<table>
<thead>
<tr>
<th>Extracted Feature (letter pair)</th>
<th>Extracted Feature value</th>
<th>Matching Feature value</th>
<th>Similar Feature value</th>
<th>Matching Feature value</th>
<th>Similar Feature value</th>
</tr>
</thead>
<tbody>
<tr>
<td>pu</td>
<td>135</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>ur</td>
<td>105</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>rp</td>
<td>95</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>po</td>
<td>90</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>os</td>
<td>107</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>se</td>
<td>74</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

To illustrate the user identification phase of this method, we use the prior example using the test typed text of the word “purpose.” In the Table 5: (1) the first column and the second column, respectively, presents the extracted feature and its corresponding feature value from the test typing sample containing the text “purpose”, (2) the third column and the fifth column, respectively, represents whether an extracted feature value can be considered as a “matching feature value” in the model of user \( U_1 \) and in the model of user \( U_j \), and (3) the fourth column and the sixth column, respectively, represents whether an extracted feature value can be considered as a ‘similar feature value’ in the model of user \( U_1 \) and user \( U_j \). (Note if an extracted feature value from the test typing sample is not considered as a “matching feature value” in the model of user \( U_1 \) and then the feature value preferably is not used for making a decision on whether the feature value can be considered as a ‘similar feature value’ to the model of the user. Therefore, for such cases “-” is illustrated in the column corresponding to the ‘similar feature value’ in Table 5.)

We can see in the Table 5, feature values corresponding to letter pairs “pu”, “ur”, “rp”, “po”, “os”, and “se” are considered as the ‘matching feature values’ with respect to the model of the user \( U_1 \). Out of these five matching feature features, only one feature value corresponding to the letter pair “rp” is considered as ‘similar feature value’ with the model of the user \( U_1 \). Therefore, the similarity score assigned to user \( U_1 \) is \( SS_{U_1} = \frac{4}{5} \approx 0.82 \). Similarly, we can see in Table 5, feature values corresponding to letter pairs “pu”, “rp”, “po”, “os”, and “se” are considered as the ‘matching feature values’ with respect to the model of the user \( U_2 \). Out of these five matching feature values, only one feature value corresponding to the letter pair “rp” is considered as not a ‘similar feature value’ with the model of the user \( U_2 \). Therefore, the similarity score assigned to user \( U_2 \) is \( SS_{U_2} = \frac{3}{5} \approx 0.6 \). As \( SS_{U_1} > SS_{U_2} \) user \( U_1 \) is the identified user for the test typing sample given in the Example 2. Again, if the match is not sufficient, (e.g. below a minimum threshold, for instance, \( SS < 0.7 \), the user may be identified as “none of the authorized users”, e.g., “non-authorized” user.

Evaluation of Performance

The performance of the two measures was evaluated on six data sets, as follows. Table 6 gives a description of each of the six datasets created from the typing samples collected in our keystroke dataset collection experiment. The first column of this table illustrates the number of typing samples selected in the training data of each user in a dataset. Based on the number of typing samples selected in the training data of each user in a dataset, a label (a dataset identifier) is assigned to the dataset (an assigned label to each dataset is given in the second column of Table 6).
TABLE 6

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training samples per user</th>
<th>Testing samples per user</th>
<th># Sets</th>
<th># Training samples per set</th>
<th># Testing samples per set</th>
<th>Total number of testing samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Dataset_1</td>
<td>14</td>
<td>15</td>
<td>10</td>
<td>140 x 10</td>
<td>140 x 15</td>
</tr>
<tr>
<td>2</td>
<td>Dataset_2</td>
<td>12</td>
<td>12</td>
<td>10</td>
<td>120 x 12</td>
<td>120 x 15</td>
</tr>
<tr>
<td>3</td>
<td>Dataset_3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>30 x 3</td>
<td>30 x 5</td>
</tr>
<tr>
<td>4</td>
<td>Dataset_12</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10 x 1</td>
<td>10 x 5</td>
</tr>
<tr>
<td>5</td>
<td>Dataset_13</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>20 x 2</td>
<td>20 x 5</td>
</tr>
<tr>
<td>6</td>
<td>Dataset_14</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10 x 1</td>
<td>10 x 5</td>
</tr>
</tbody>
</table>

The third column of Table 6 illustrates the number of typing samples selected in the testing data of each user in a dataset. Note that each typing sample provided by a user is present in either training data or testing data of the user in a dataset. The selected typing samples in the training data of a user are used for creating a typing profile of the user. The created typing profile of each of the users is then employed to identify a user given a test typing sample. In other words, the selected typing samples in the training data forms the basis of user identification performance of a method. Therefore, to see whether any change in the selected typing samples in the training data has any effect on the user identification performance of the method, we create various sets for each dataset. The fourth column of Table 6 illustrates the number of sets created for each dataset. These sets are created in such a way that each possible combination of the typing samples is selected in the training data of a dataset. For instance, if two typing samples are selected in the training data of a user in a dataset, then selecting any two typing samples out of 15 typing samples can be performed in

\[
C_2 = \frac{15!}{2!(15-2)!} = 105
\]

possible ways. Therefore when two typing samples are selected in the training data of a user, total 105 sets are created for Dataset_1, (as shown in the fourth column of the third row in Table 6). The fifth column of Table 6 gives the number of typing samples selected as the training data in each set of a dataset. The number of typing samples selected as the training data in each set of a dataset is determined by multiplying the number of typing samples selected in the training data of a user (i.e., value in the first column of the table) with the number of users participated in the keystroke dataset collection experiment (i.e., 10 users). Similarly, the sixth column of Table 6 gives the number of typing samples selected as the testing data in each set of a dataset. The seventh column of Table 6 gives the total number of typing samples selected as the testing data in a dataset. Each set of a dataset has the same number of typing samples as the testing data. Therefore, the total number of typing samples selected as the testing data in a dataset is determined by multiplying the total number of testing samples selected as the testing data in each set of a dataset with the number of sets created for the dataset.

The performance of both methods in accurately identifying users from experimental data sets is shown in Table 7 (CNBM) and 8 (Similarity). These results are with outliers removed. TP=true positive (correct identification), FN=false negative (incorrect identification).

TABLE 7

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total number of testing samples</th>
<th>Total Identifications</th>
<th>Identification</th>
</tr>
</thead>
<tbody>
<tr>
<td>label</td>
<td>samples</td>
<td># TP</td>
<td># FN</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>Dataset_1</td>
<td>2100</td>
<td>2023</td>
<td>77</td>
</tr>
<tr>
<td>Dataset_2</td>
<td>13650</td>
<td>13549</td>
<td>101</td>
</tr>
<tr>
<td>Dataset_3</td>
<td>54600</td>
<td>54420</td>
<td>180</td>
</tr>
<tr>
<td>Dataset_4</td>
<td>13650</td>
<td>13649</td>
<td>1</td>
</tr>
<tr>
<td>Dataset_5</td>
<td>2100</td>
<td>2100</td>
<td>0</td>
</tr>
<tr>
<td>Dataset_6</td>
<td>150</td>
<td>150</td>
<td>0</td>
</tr>
</tbody>
</table>

We can also see in Table 7, the performance of the method (in terms of identification accuracy) has shown improvement with an increase in the number of typing samples in the training data of a user. For example: (1) the identification accuracy of the method is improved by 8.55% when the typing samples in the training data of each user are increased from one to two; (2) the identification accuracy of the method is improved by 9.67% when the typing samples in the training data of each user are increased from one to three; and (3) the identification of the method is improved by 10.03% when the typing samples in the training data of each user are increased from one to twelve. One reason for such an improvement in the identification accuracy of the method could be the amount of data available for creating a typing profile of a user is increasing with an increase in the number of typing samples in the training data of the users. (We note that the identification accuracies of the method on Dataset_1 and Dataset_2 are marginally decreased by 0.03% and by 0.32% with respect to that obtained on Dataset_1.)

To compare the performance of the CNBM method when the outliers are not discarded from the training data and when the outliers are discarded from the training data, the obtained identification accuracies on each of the six datasets are plotted in FIG. 6.

Succinctly, discarding the data detected as outliers from the training data improved the accuracies (identification accuracies) on the six datasets ranging from 30.67% to 49.33%, with an average of 42.16% improvement on each dataset.

Next, we present the performance evaluation results of the “Similarity based user identification method” on the six datasets.

Evaluation Results of the Similarity Based User Identification Method

Table 8 illustrates the performance evaluation results of the Similarity based user identification method.

TABLE 8

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total number of testing samples</th>
<th>Total Identifications</th>
<th>Identification</th>
</tr>
</thead>
<tbody>
<tr>
<td>label</td>
<td>samples</td>
<td># TP</td>
<td># FN</td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>Dataset_1</td>
<td>2100</td>
<td>2023</td>
<td>77</td>
</tr>
<tr>
<td>Dataset_2</td>
<td>13650</td>
<td>13549</td>
<td>101</td>
</tr>
<tr>
<td>Dataset_3</td>
<td>54600</td>
<td>54420</td>
<td>180</td>
</tr>
<tr>
<td>Dataset_4</td>
<td>13650</td>
<td>13649</td>
<td>1</td>
</tr>
<tr>
<td>Dataset_5</td>
<td>2100</td>
<td>2100</td>
<td>0</td>
</tr>
<tr>
<td>Dataset_6</td>
<td>150</td>
<td>150</td>
<td>0</td>
</tr>
</tbody>
</table>

During this evaluation, outliers that are detected by the preferred distance based outlier detection method are discarded from the training data. Furthermore, the performance of the method (in terms of identification accuracy) has shown...
improvement with an increase in the number of typing samples in the training data of a user. For example: (1) the identification accuracy of the method is improved by 2.93% when the typing samples in the training data of each user are increased from one to two; (2) the identification accuracy of the method is improved by 3.34% when the typing samples in the training data of each user are increased from one to three; (3) the identification accuracy of the method is improved by 3.66% when the typing samples in the training data of each user are increased from one to twelve; and (4) the identification accuracy of the method is improved by 3.67% when the typing samples in the training data of each user are increased from one to thirteen and fourteen. As discussed earlier, one reason for such an improvement in the identification accuracy of the method could be the amount of data available for creating a typing profile of a user is increasing with an increase in the number of typing samples in the training data of the users.

From this analysis, we may conclude that the performance of the method observed on these datasets is almost constant with a change in the typing samples selected in the training data. (Note that on Dataset1, the total number of true positives determined for its sets vary by 10 with a standard deviation of 2.77)

To compare the performance of the Similarity based user identification method when the outliers are not discarded from the training data and when the outliers are discarded from the training data, the obtained identification accuracies on each of the six datasets are plotted in FIG. 7. Succinctly, discarding the data detected as outliers from the training data improved the accuracies (identification accuracies) on the six datasets ranging from 35.66% to 48%, with an average of 42.53% improvement on each dataset.

Comparison with Other Methods

Next, the proposed two user identification methods are compared with that obtained by the user identification methods proposed recently by Bergadano et al. in Francesco Bergadano, Daniele Gunetti, and C. Picardi, *User authentication through keystroke dynamics*. ACM Transactions on Information and System Security (TISSEC), 2002. 5(4): p. 367-397; and by Gunetti and Picardi in Daniele Gunetti and C. Picardi, *Keystroke analysis of free text*. ACM Transactions on Information and System Security (TISSEC), 2005. 8(3): p. 312-347. Details of these two methods can be found in the respective publications, hereby incorporated by reference. To compare the identification accuracies of the methods on the same keystroke dataset, we implemented the methods proposed by Bergadano (Relative Measure) and by Gunetti and Picardi (Absolute Measure). Here, the objective was to determine their respective identification accuracies on our six datasets.

In Table 9, the identification accuracies obtained on each of the six datasets by the CNBM and Similarity based user identification method are shown against the previous reported Absolute and Relative Measures. The obtained identification accuracies by each of the four user identification methods on each dataset are plotted in FIG. 7. In Table 9 and in FIG. 7, a label is assigned to each dataset based on the number of typing samples selected in the training data of each user in the dataset. For example, a dataset with label Dataset1 represents that one typing sample is selected in the training data of each user in the dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CNBM method</th>
<th>Similarity based method</th>
<th>Relative measure based method</th>
<th>Absolute measure based method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset1</td>
<td>89.62%</td>
<td>96.33%</td>
<td>85.76%</td>
<td>80.71%</td>
</tr>
<tr>
<td>Dataset2</td>
<td>98.17%</td>
<td>99.26%</td>
<td>94.14%</td>
<td>86.85%</td>
</tr>
<tr>
<td>Dataset3</td>
<td>99.29%</td>
<td>99.67%</td>
<td>96.70%</td>
<td>88.86%</td>
</tr>
<tr>
<td>Dataset4</td>
<td>99.66%</td>
<td>99.99%</td>
<td>99.74%</td>
<td>91.31%</td>
</tr>
<tr>
<td>Dataset5</td>
<td>99.62%</td>
<td>100.00%</td>
<td>99.86%</td>
<td>91.45%</td>
</tr>
<tr>
<td>Dataset6</td>
<td>99.33%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>92.00%</td>
</tr>
</tbody>
</table>

From these figures, we may conclude that: (1) the ‘Similarity based user identification method’ has attained the highest identification accuracy, among other three methods in comparison, over all the six datasets and attained 100% identification accuracy when the number of typing samples selected in the training data of each user are thirteen or fourteen; (2) the ‘Relative measure based user identification method’ attained the 100% identification accuracy only when the number of typing samples selected in the training data of each user are fourteen; and (3) the ‘Absolute measure based user identification method’ attained the lowest identification accuracy among other three methods in comparison over all the six datasets.

Fusion for User Identification

The primary objective of designing a user identification system is to achieve the best possible identification accuracy. In general, selection of one method from many competing methods, to build user identification system, is performed through empirical evaluation—the method with the highest identification accuracy is typically selected. However, in the pattern recognition literature, several studies have demonstrated that, although one method (or classifier) would yield the best recognition results, the patterns misclassified by the different classifiers would not necessarily overlap. In other words, fusing two or more classifiers may yield better recognition results than that obtained by a single classifier.

We analyzed fusing methods using one preferred embodiment, the ‘Majority voting rule’ (MVR), for performing classifier fusion. The MVR uses probabilities from several methods and combines these probabilities into a final probability. As used in the following, the probabilities may be considered scores, and the fusion method a method of combining multiple scores to produce a final probability or score. Majority Voting Rule Based Classifier Fusion

Let us suppose, total n classifiers are designed for solving a pattern recognition problem and each classifier, given an input pattern, produces a unique decision regarding the identity of the input pattern. MVR assigns the input pattern to the class when at least k classifiers are agreed on the identity, where the value of k is determined using the following equation:

$$k = \begin{cases} \frac{n + 1}{2}, & n \text{ is odd} \\ \frac{n}{2}, & n \text{ is even} \end{cases}$$

Equation 12

The provided decision by each of the n classifiers can be either correct or wrong and the decision provided by the MVR is wrong if, and only if, at least k classifiers make a wrong decision regarding the identity of the pattern. If the recognition rate (i.e., the probability value or score that the decision provided by the classifier might be correct) of a classifier is known, then it is easy to calculate the probability value that
the decision provided by the classifier might be wrong. For example, if the recognition rate of a classifier is \( p \), then the probability that the decision provided by the classifier might be wrong will be \( 1 - p \).

Similarly, the probability that the decision provided by the fusion of \( n \) classifiers using MVR, say \( P_{MVR}(n) \), is correct can be estimated using the recognition rate or score of each of the \( n \) classifiers. In many studies, the value of \( P_{MVR}(n) \) has been estimated under the following two assumptions: (1) the recognition rate of each of the \( n \) classifiers is the same and (2) all \( n \) classifiers are independent of each other. If the above two assumptions are satisfied, then \( P_{MVR}(n) \) can be estimated using the following equation [83, 87]:

\[
P_{MVR}(n) = \sum_{m=1}^{n} \binom{n}{m} p^m (1 - p)^{n-m},
\]

Equation 13

where \( p \) is the recognition rate (or score) of each of the \( n \) classifiers and the value of \( k \) is determined using the equation 12. The following example illustrates the procedure for estimating the recognition rate of the MVR based fusion of three classifiers using equation 13.

**Example 3**

Let us suppose, three independent classifiers (\( n = 3 \)) have the same recognition rate or score, \( p = 0.6 \), are to be fused using MVR. In this case, the value of \( k = n + 1 \) = 1/2 = 3 + 1/2 = 3 and then substituting \( n = 3 \), \( k = 2 \), and \( p = 0.6 \) in the equation 13, we get

\[
P_{MVR}(3) = \sum_{m=1}^{3} \binom{3}{m} 0.6^m (1 - 0.6)^{3-m} = 0.648.
\]

Therefore, fusion of these three classifiers using MVR might be beneficial as the recognition rate of the fusion is estimated to be higher than that obtained using individual classifier.

Note the assumption of each classifier having the same recognition rate cannot be expected to be always true in practice. If all the \( n \) classifiers do not have the same recognition rate, then the equation 13 cannot be used for estimating the recognition rate of the fusion of \( n \) classifiers using MVR. Not much research has been carried out in theoretically estimating the recognition rate of the fusion of \( n \) classifiers using MVR when the classifiers to be fused do not have the same recognition rate.

Next we examine estimating the recognition rate of the fusion of classifiers using MVR, irrespective of whether the classifiers to be fused have the identical recognition rate or not.

In this section, first, we theoretically estimate the recognition rate of the MVR based fusion of two classifiers, three classifiers, and four classifiers. Then based on the findings, we estimate the recognition rate of the MVR based fusion of \( n \) classifiers.

**Estimation of the Recognition Rate of the Majority Voting Rule Based Fusion of Two Classifiers**

Let us suppose, two classifiers — \( C_1 \) and \( C_2 \) — are to be fused using MVR, where the recognition rates of the two classifiers are \( p_1 \) and \( p_2 \), respectively. Given an input pattern, each classifier can make either correct or wrong decision regarding the identity of the pattern. Therefore, for an input pattern, the decisions provided by the classifiers \( C_1 \) and \( C_2 \) will fall into one of the possible \( 2^2 = 4 \) decision vectors. (By ‘decision vector’ we mean a vector consisting of two components—(1) a decision provided by \( C_1 \) and (2) a decision provided by \( C_2 \)).

**TABLE 10**

<table>
<thead>
<tr>
<th>Decision vector</th>
<th>MVRC (( C_1, C_2 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1, C_2 )</td>
<td>( C_1, C_2 )</td>
</tr>
<tr>
<td>( 1, 1 )</td>
<td>1</td>
</tr>
<tr>
<td>( 1, 0 )</td>
<td>0</td>
</tr>
<tr>
<td>( 0, 1 )</td>
<td>0</td>
</tr>
<tr>
<td>( 0, 0 )</td>
<td>0</td>
</tr>
</tbody>
</table>

The possible four decision vectors when two classifiers are fused are given in the third column of Table 10. In Table 10, note the following: (1) number ‘1’ represents that the correct decision is provided by the classifier; (2) number ‘0’ represents that the wrong decision is provided by the classifier; and (3) MVRC(\( C_1, C_2 \)) represents the decision provided by fusing the decisions received from two classifiers using MVR. We can see in Table 10 that fusion of two classifiers using MVR makes correct decision only on 1 decision vector \( <1, 1> \) and on the remaining decision vectors MVR based fusion makes wrong decision. Hence, decision vector \( <1, 1> \) is the only decision vector which is useful for estimating the recognition rate of the fusion of two classifiers using MVR. Subsequently, the recognition rate of the fusion of two classifiers using MVR, say \( P_{MVR}(C_1, C_2) \), can be estimated as follows:

\[
P_{MVR}(C_1, C_2) = P(C_1 = 1) P(C_2 = 1)\]

Equation 14

Under the assumption that both the classifiers are independent of each other, equation 14 can be written as:

\[
P_{MVR}(C_1, C_2) = P(C_1 = 1) P(C_2 = 1) = p_1 p_2\]

Equation 15

From equation 15, we may conclude that the recognition rate of the fusion of two classifiers using MVR will not be higher than that of the recognition rate of the individual classifier. This is because, \( P_{MVR}(C_1, C_2) \leq p_1, p_2 \), and the recognition rates \( p_1 \) and \( p_2 \) lies between 0 and 1. Mathematically, this relationship can be given as:

\[
P_{MVR}(C_1, C_2) = p_1, p_2 \text{ if } p_1, p_2 \leq 1 \text{ or } 2
\]

Equation 16

**Estimation of the Recognition Rate of the Majority Voting Rule Based Fusion of Three Classifiers**

Let us suppose, three classifiers — \( C_1 \), \( C_2 \), and \( C_3 \) — are to be fused using MVR, where the recognition rates of the three classifiers be \( p_1 \), \( p_2 \), and \( p_3 \), respectively. Given an input pattern, each of these three classifiers can make either correct or wrong decision regarding the identity of the pattern. Therefore, for an input pattern, the decisions provided by \( C_1 \), \( C_2 \), and \( C_3 \) will fall into one of the possible \( 2^3 = 8 \) decision vectors. (By ‘decision vector’ we mean a vector consisting of three components—(1) a decision provided by \( C_1 \), (2) a decision provided by \( C_2 \), and (3) a decision provided by \( C_3 \)). The possible 8 decision vectors when three classifiers are fused are given in the fourth column of Table 11. In Table 11, note the following: (1) number ‘1’ represents that the correct decision is provided by the classifier; (2) number ‘0’ represents that the wrong decision is provided by the classifier; and (3) MVRC(\( C_1, C_2, C_3 \)) represents the decision provided by fusing the decisions received from the three classifiers using MVR.
We can see in Table 11 that fusion of three classifiers using MVR makes correct decision on four decision vectors—<1, 1, 1>, <1, 0, 1>, <0, 1, 1>—on the remaining four decision vectors MVR based fusion makes wrong decision. Hence, the five decision vectors mentioned above are useful for estimating the recognition rate of the fusion of three classifiers using MVR. Subsequently, the recognition rate of the fusion of three classifiers using MVR, say \( P_{MVR}(C_1, C_2, C_3) \) can be estimated as follows:

\[
P_{MVR}(C_1, C_2, C_3) = P(C_1=1, C_2=1, C_3=1) + P(C_1=1, C_2=1, C_3=0) + P(C_1=1, C_2=0, C_3=1) + P(C_1=0, C_2=1, C_3=1)
\]

Equation 17

Under the assumption that all the three classifiers are independent of each other, equation 17 can be written as:

\[
P_{MVR}(C_1, C_2, C_3) = p_1p_2p_3 + p_1p_2(1-p_3) + p_1(1-p_2)p_3 + (1-p_1)p_2p_3
\]

Equation 18

Simplifying

\[
P_{MVR}(C_1, C_2, C_3) = p_1p_2 + (1-p_3)p_1p_2 + (1-p_2)p_1 + (1-p_1)p_2p_3
\]

Equation 19

Fusion of these three classifiers using MVR could be beneficial as the recognition rate of the fusion is estimated to be higher than that obtained by the individual classifiers \( C_1 \), \( C_2 \), and \( C_3 \).

The analysis of fusing four classifiers—\( C_1 \), \( C_2 \), \( C_3 \), and \( C_4 \)—fusion of four classifiers using MVR makes correct decision on the five following decision vectors—<1, 1, 1, 1>, <1, 1, 1, 0>, <1, 1, 0, 1>, <1, 0, 1, 1>, <0, 1, 1, 1>—(and on the remaining possible decision vectors MVR based fusion makes wrong decision). Therefore, the five decision vectors mentioned above are useful for estimating the recognition rate of the fusion of four classifiers using MVR. Subsequently, the recognition rate of the fusion of four classifiers using MVR, say \( P_{MVR}(C_1, C_2, C_3, C_4) \), can be estimated as follows:

\[
P_{MVR}(C_1, C_2, C_3, C_4) = P(C_1=1, C_2=1, C_3=1, C_4=1) + P(C_1=1, C_2=1, C_3=1, C_4=0) + P(C_1=1, C_2=0, C_3=1, C_4=1) + P(C_1=0, C_2=1, C_3=1, C_4=1)
\]

Under the assumption that all the four classifiers are independent of each other, \( P_{MVR}(C_1, C_2, C_3, C_4) \) can be written as:

\[
P_{MVR}(C_1, C_2, C_3, C_4) = p_1p_2p_3p_4 + (p_1p_2p_3)(1-p_4) + (p_1p_2)(1-p_3)p_4
\]

Equation 20

Fusion of four classifiers using MVR might not be beneficial as the recognition rate of the fusion is estimated to be lower than that obtained by some of the individual classifiers. This can be seen by assuming the addition of the fourth classifier i.e., \( C_4 \) to the ensemble of three classifiers, the recognition rate of the MVR based fusion does not decrease. Therefore, we have:

\[
P_{MVR}(C_1, C_2, C_3, C_4) = P_{MVR}(C_1, C_2, C_3)
\]

Equation 21

Substituting equations 18 and 20 in equation 21, we have:

\[
p_1p_2p_3p_4 + p_1p_2p_3(1-p_4) + p_1p_2(1-p_3)p_4 + (1-p_1)p_2p_3p_4
\]

Equation 22

Subtracting \( p_1p_2p_3 \) from both the sides, we have:

\[
p_1p_2p_3(1-p_4) + p_1p_2(1-p_3)p_4 + (1-p_1)p_2p_3p_4
\]

Assume \( p_1p_2p_3(1-p_4) + p_1p_2(1-p_3)p_4 + (1-p_1)p_2p_3p_4 = 0 \) and dividing both the sides by this term, we have:

\[
p_1p_2p_3 = \beta
\]

Equation 23

Therefore, \( P_{MVR}(C_1, C_2, C_3, C_4) = P_{MVR}(C_1, C_2, C_3) \) will be satisfied if, and only if, \( p_1p_2 = \beta \). However, \( p_1p_2 = \beta \) being the recognition rate it can have value ranging from 0 to 1, but not greater than 1. Therefore, we may conclude that the recognition rate obtained after adding one more classifier to the ensemble of three classifiers will not be higher than that of the ensemble of the same three classifiers.

Let us suppose, \( n \) classifiers—\( C_1, C_2, \ldots, C_n \)—are to be fused using MVR, where the recognition rates of the classifiers be \( p_1, p_2, \ldots, p_n \) respectively. Given an input pattern, each of these \( n \) classifiers can make either correct or wrong decision regarding the identity of the pattern. Therefore, for an input pattern, the decisions provided by each of the classifiers will fall into one of the possible \( 2^n \) decision vectors.

The MVR based fusion of these \( n \) classifiers, \( MVR(C_1, C_2, \ldots, C_n) \), will make correct decision if at least \( k \) of the classifiers have made correct decision regarding the identity of the pattern (the value of \( k \) can be determined using equation 8.1). Therefore, the total number of decision vectors consisting of at least \( k \) correct decisions will be:

\[
\sum_{m=k}^{n} \binom{n}{m} = \binom{n}{k} + \binom{n}{k+1} + \cdots + \binom{n}{n}
\]

Equation 24

Let \( D = \{D_1, D_2, \ldots, D_n\} \) where (1) \( N \) represents the total number of decision vectors on which \( MVR(C_1, C_2, \ldots, C_n) \) makes correct decision.

\[
N = \sum_{m=k}^{n} \binom{n}{m}
\]

Equation 25

and (2) each \( D_i = \{d_1, d_2, \ldots, d_n\} \), where each \( d_i \) represents the decision (either correct or wrong) provided by a \( j^{th} \) classifier in the decision vector \( D_i \). (Note \( d_i \) can have value either ‘1’ or ‘0’. Value ‘1’ represents that the correct decision is provided by a \( j^{th} \) classifier and value ‘0’ represents that the wrong decision is provided by a \( j^{th} \) classifier in the \( i^{th} \) decision vector.) Then, the recognition rate of the MVR based fusion of \( n \) classifier, say \( P_{MVR}(C_1, C_2, \ldots, C_n) \), can be given as:

\[
P_{MVR}(C_1, C_2, \ldots, C_n) = \sum_{i=1}^{N} \sum_{j=1}^{n} \chi(d_i) d_j
\]

where

\[
\chi(d_i) = \begin{cases} p_j & d_i = 1 \\ 1 - p_j & d_i = 0 \end{cases}
\]

Equation 26

Because the rule for fusion is the majority rule, fusion of an even number of classifiers generally will not be an improve-
Table 12 presents the identification accuracies obtained on each of the six datasets by four methods: (1) CNBM (referred to as “C1”), (2) Similarity based user identification method (referred to as “C2”), (3) Relative measure based user identification method (referred to as “C3”), and (4) Absolute measure based user identification method (referred to as “C4”). Table 12 also gives the theoretically estimated identification accuracies when (1) the methods C1, C2, C3, and C4 are fused using MVR, (2) the methods C1, C2, and C4 are fused using MVR, and (3) the methods C1, C2, and C3 are fused using MVR. To illustrate the procedure for estimating the identification accuracy of the MVR based fusion of user identification methods, we estimate the identification accuracy of MVR(C1,C2,C3) and MVR(C1,C2,C3,C4) on a dataset in the following two examples.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset1</th>
<th>Dataset2</th>
<th>Dataset3</th>
<th>Dataset4</th>
<th>Dataset5</th>
<th>Dataset6</th>
<th>Dataset7</th>
<th>Dataset8</th>
<th>Dataset9</th>
<th>Dataset10</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>89.62%</td>
<td>98.17%</td>
<td>99.29%</td>
<td>99.65%</td>
<td>99.62%</td>
<td>99.33%</td>
<td>99.33%</td>
<td>99.33%</td>
<td>99.33%</td>
<td>99.33%</td>
</tr>
<tr>
<td>C2</td>
<td>96.33%</td>
<td>99.25%</td>
<td>99.67%</td>
<td>99.99%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>C3</td>
<td>96.70%</td>
<td>99.14%</td>
<td>99.70%</td>
<td>99.74%</td>
<td>99.86%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>C4</td>
<td>96.71%</td>
<td>98.85%</td>
<td>99.88%</td>
<td>91.31%</td>
<td>91.43%</td>
<td>92.00%</td>
<td>92.00%</td>
<td>92.00%</td>
<td>92.00%</td>
<td>92.00%</td>
</tr>
<tr>
<td>MVR</td>
<td>93.13%</td>
<td>98.77%</td>
<td>99.49%</td>
<td>99.94%</td>
<td>99.95%</td>
<td>99.95%</td>
<td>99.95%</td>
<td>99.95%</td>
<td>99.95%</td>
<td>99.95%</td>
</tr>
<tr>
<td>(C1,C2)</td>
<td>97.73%</td>
<td>99.84%</td>
<td>99.90%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>(C1,C2,C3)</td>
<td>97.06%</td>
<td>99.65%</td>
<td>99.88%</td>
<td>99.97%</td>
<td>99.97%</td>
<td>99.97%</td>
<td>99.97%</td>
<td>99.97%</td>
<td>99.97%</td>
<td>99.97%</td>
</tr>
<tr>
<td>(C1,C2,C3,C4)</td>
<td>97.06%</td>
<td>99.65%</td>
<td>99.88%</td>
<td>99.97%</td>
<td>99.97%</td>
<td>99.97%</td>
<td>99.97%</td>
<td>99.97%</td>
<td>99.97%</td>
<td>99.97%</td>
</tr>
</tbody>
</table>

C1: CNBM method
C2: Similarity based user identification method
C3: Absolute measure based user identification method
C4: Absolute measure based user identification method

Table 13 gives the obtained identification accuracy of the MVR based fusion of (1) C1, C2, C3, and C4; (2) C1, C2, and C3; and (3) C1, C2, and C3 on the six datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset1</th>
<th>Dataset2</th>
<th>Dataset3</th>
<th>Dataset4</th>
<th>Dataset5</th>
<th>Dataset6</th>
<th>Dataset7</th>
<th>Dataset8</th>
<th>Dataset9</th>
<th>Dataset10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVR(C1,C2,C3)</td>
<td>90.09%</td>
<td>97.33%</td>
<td>98.81%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>MVR(C1,C2,C4)</td>
<td>99.52%</td>
<td>99.94%</td>
<td>99.72%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>MVR(C1,C2,C3)</td>
<td>95.62%</td>
<td>99.20%</td>
<td>99.66%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>
| C1: CNBM method
C2: Similarity based user identification method
C3: Absolute measure based user identification method
C4: Absolute measure based user identification method

Table 12 and Table 13 show that the MVR based fusion of user identification methods can improve the identification accuracy over the individual classifiers, while fusion of an odd number generally will show an improvement over the individual classifiers.

As can be seen, the MVR is best applied with an odd number of scores or probabilities (each an estimate that the user is an authorized user from a separate method). However, if an even number of estimates or scores is provided, the best combination of these scores, taking an odd number at a time, may be used to determine which set of estimators (the set containing an odd number of scores) produces the highest fused MVR score. That is, equation 23 is utilized using combinations of odd numbers of scores.

For instance, if six estimates or scores (p1, p2, p3, p4, p5, p6) are provided, calculate, using equation 23, the possibilities for five scores by computing

\[ P_{MVR} (p1, p2, p3, p4, p5, p6); P_{MVR} (p1, p2, p3, p4, p5, p6); P_{MVR} (p1, p2, p3, p4, p5, p6); P_{MVR} (p1, p2, p3, p4, p5, p6); P_{MVR} (p1, p2, p3, p4, p5, p6); P_{MVR} (p1, p2, p3, p4, p5, p6); P_{MVR} (p1, p2, p3, p4, p5, p6); P_{MVR} (p1, p2, p3, p4, p5, p6) \] and choose as the fused score as the \( P_{MVR} \) that is the largest—this provides the best combination of five out of six scores.

Also, you can compute the best combination of three scores out of six by examining the

\[ \frac{n!}{r!(n-r)!} \binom{n}{r} \]

combinations of three scores calculated using equation 23, using the largest score from these possibilities as the best fusion of three scores. A final score may be derived by comparing the best score of three with the best score of five, choosing the largest, and comparing this “final score” against the threshold value.

**SUMMARY**

The method of user identification described includes collecting a trial typing sample set for each authorized user, and creation of a user profile from the trial data set. The user profile characteristics will depend on the method selected to compare a test sample, e.g., the CBNM method or similarity method. A user for whom identification/authorization is needed provides a test sample. Features are extracted from this test sample and compared against the stored user profiles for purposes of identification. Based upon the comparison, the user will be identified, and may include identification as a non-authorized user. The method can be deployed in a variety of settings, and preferably, the type of keyboard or input typing device used to collect the test samples is comparable to the type of keyboard used for creation of the training data sets. Preferably, the training data sets are created by the users using non-fixed text, that is, the text given to the users to duplicate varies. The method can be employed on a system for access to an area, computer, computer site (e.g., allow access to a web site—verify user based upon the typed text of the
the email for analysis at a remote site (alternatively, the analysis may be done on the laptop itself, and the score transmitted, or the identification confirmation transmitted) with the email as an attachment that is transparent (e.g., hidden data or a hidden attachment) to the user (possibly send in a separate email to the third party address see the extra email message may be more readily detected). In this fashion, the party receiving the email can confirm or test the identity of the email composer to verify the identity of the sender. For instance, if an email was sent from such a user’s desktop and the feature vectors, score, etc., are not attached to the email, the party receiving the email has a direct indicator that the email was not sent from the authorized user’s machine, simply because the hidden data is not attached. If the hidden data is attached, it can be tested or check for user status as an authorized user.

The invention claimed is:

1. A computer implemented method for identifying a user as one from a series of authorized users from free typed text, comprising the steps of (1) retrieving with a processor stored typing profiles for a series of authorized users \( \{U_a\} \) from a data storage device, each authorized user typing profile associated with a single authorized user and containing a set of trial values derived from feature measured values from said trial typing sample received from said associated authorized user, each of said trial values being associated with one feature from a set of predefined features \( \{Z_j\} \); (2) receiving a testing typing sample of free text characters from a text input terminal, where said received testing typing sample comprises a string of text characters that is not a fixed string of text characters; (3) extracting with a processor a subset of features \( Z \) from said received testing typing sample, each extracted feature \( Z_i \) in said subset \( Z \) having a set of non-null test values derived from said extracted feature; (4) selecting one of said associated user profiles \( U_a \) and for said selected authorized user profile, determining which features in said selected authorized user profile are common with said extracted subset of features \( Z \), and comparing said common extracted feature test values to said common selected authorized user typing profiles feature trial values to derive a selected authorized user score associated with said selected authorized user, wherein said selected authorized user score, is related to either (a) a conditional probability estimate

\[
P(U_i | Z) = \sum_{i=1}^{n} \frac{P(U_i)}{P(Z_i | Z_1, \ldots, Z_{i-1}, Z_{i+1}, \ldots, Z_n)} \cdot \prod_{j=1}^{m} \frac{P(Z_j | U_i)}{P(Z_j | U_i)}
\]

that the selected authorized user \( U_i \) generated the test values associated with said set of extracted subset of features \( Z \); (Z_{1i}, \ldots, Z_{ni}) where each \( Z_i \) vector consists of feature values \( Z_{1i}, Z_{2i}, \ldots, Z_{ni} \), where (i) subscribes \( j \) refers to a jth \( Z_j \) feature, (ii) superscript \( m_i \) represents the total number of times feature value for the jth feature is recorded in the vector \( Z_j \), and (iii) \( Z_{ji} \) represents the extracted test value for the jth feature at the \( t^\text{th} \) component position in the Z' vector; or (b) an estimated similarity \( S_{ij} \) of said extracted features Z to the corresponding selected authorized user profile, wherein said estimated similarity \( S_{ij} \) to said selected authorized user \( U_i \) is related to the proportion of (i) the total of all extracted feature test values that lie in a predetermined neighborhood of the corresponding feature trial values in said selected authorized user \( U_i \) authorized user profile, to (ii) the total of all extracted feature...
test values for said selected authorized user; and (5) associating said test typing sample with said selected authorized user if said selected authorized user score satisfies a predefined condition.

2. The computer implemented method of claim 1 wherein said selected authorized user score fails to satisfy said predefined condition, and the method further comprises selecting another of said authorized user profiles, and repeating steps (4) and (5) using said selected another of said authorized user profiles to derive a score associated with said selected another of said authorized user profiles and testing said another authorized user score against said predefined condition and associating said test typing sample with said selected another authorized user if said selected another authorized user score satisfies a predefined condition.

3. The computer implemented method of claim 1 wherein, prior to receiving said test typing sample, a sample free text string is displayed at a display unit associated with said text input terminal for replication by a user, wherein said test typing sample received is the user’s attempted replication of said sample free text string.

4. The computer implemented method of claim 1 wherein said feature measured values and said test values comprise values associated with key latency times between said adjacent alpha-numeric characters.

5. The computer implemented method of claim 1 wherein said trial values of said features of each of said authorized user $U_j$’s authorized user typing profile comprises, a mean $\mu_j$ and a standard deviation $\sigma_j$, derived from said feature measured values in said trial typing sample from the associated authorized user, $U_j$.

6. The computer implemented method of claim 1 wherein each said feature comprises a specific pair of adjacent alphanumeric letters.

7. The computer implemented method of claim 1 wherein each said authorized user typing profile is derived from features comprising alphanumeric character pairs extracted from the said trial typing sample from the associated authorized user, wherein said authorized user trial typing sample is processed to remove outlier feature measured values prior to derivation of said authorized user profile.

8. The computer implemented method of claim 7 wherein outlier feature measured values are identified by the steps of, for each feature: (i) determine a neighborhood for each feature measured value; (ii) for each feature measured value, determine the number of neighbors in said feature measured value neighborhood; and for each measured feature value (iii) remove said feature measured value from said training data set if the number of neighbors of said feature measured value is less than a predetermined quantity.

9. A system for providing access to a secured point to authorized users comprising a data input station comprising a terminal for inputting characters, and a display for displaying characters, a computer system comprising a processor in communication with said data input station, a database in communication with said computer system, said database having stored therein an authorized user typing profile for each authorized user where said authorized user typing profile contains a set of trial values, each of said trial values being associated with one feature from a set of predefined features $\{Z_j\}$; said computer system configured to receive a string of text characters input by a user on said input terminal, said system processor configured to extract features from said received string of text characters, each of said extracted features having test values, said processor further configured to compare said extracted features test values to a selected one $U_j$ of said authorized user typing profiles where said comparison comprises determining which features in said selected authorized user typing profile are common with said extracted features, and comparing said common extracted feature test values to said common selected authorized user typing profile feature trial values to derive an authorized user score associated with said selected authorized user typing profile, where said authorized user score is related to either (a) a conditional probability estimate $P(U_j/Z)$ that the probability that an authorized user $U_j$ generated the test values associated with said set of extracted features $Z=(Z_1, \ldots, Z_n)$, where

$$P(U_j/Z) =$$

$$\frac{P(U_j)}{P(Z_1, Z_2, \ldots , Z_n)} \prod_{j=1}^{n} \frac{P(Z_j | U_j)}{P(Z_j | U_i)},$$

and each $Z_j$ vector consists of feature values $z_{j1}, z_{j2}, \ldots, z_{jn}$ where (i) subscript $j$ refers to a $j^{th}$ feature, (ii) superscript $m_j$ represents the total number of times feature value for the $j^{th}$ feature is recorded in the vector $Z_j$, and (iii) $z_{jd}$ represents the recorded extracted feature test value for the $j^{th}$ feature at the $d^{th}$ component position in the $Z_j$ vector; or (b) an estimated similarity $S_{ij}$ of said extracted features $Z_j$ to the corresponding authorized user profile, wherein said estimated similarity $S_{ij}$ to authorized user $U_j$ is related to the proportion of (i) the total of all extracted feature test values that lie in a predetermined neighborhood of the corresponding feature trial values in said authorized use $U_j$ authorized user profile, to (ii) the total of all extracted feature test values;

said system further comprising a secured access point, and said system providing access to a user to said secured access point if, in response to said user’s input of free text characters, said system generated authorized user score derived from said user’s input of free text characters, meets a predefined criteria.

10. A system for providing access to a secured point to authorized users of claim 9 further comprising where; prior to receiving said user’s input of free text characters, a sample free text string is displayed at said display unit associated with said text input terminal for replication by a user, wherein said user’s input of free text characters is the user’s attempted replication of said sample free text string.

11. The system of claim 9 wherein said secured access point is associated with said data input station.

12. A computer implemented method of verifying a previously identified authorized user $U_j$ from free typed text, comprising the steps of (1) retrieving with a processor an authorized user typing profile from an associated storage device, where said authorized user typing profile is associated with said previously identified authorized user $U_j$; said authorized user typing profile containing a series of features having associated trial values derived from at least one trial typing sample of alphanumeric data from said previously identified authorized user; (2) receiving a test typing sample of text characters from a text input device from a user identified previously as said authorized user $U_j$, where said test typing sample is extracted from said user’s ongoing text entry at said text input device without sending a notice to said user that said user’s text entry is being used to compare to said authorized user profile, (3) extracting a set of test features $Z$ from said received test typing sample, each text feature having a set of non-null numerical values; (4) determining which trial fea-
33 tures in said authorized user profile are common with said extracted test features, and comparing said common extracted feature test values to said common authorized user typing profile feature trial values, to derive an authorized user score (5) associating said test typing sample with said previously identified authorized user if said authorized user test score meets a predefined condition, where said authorized user score is related to either:

(I) a conditional probability estimate,

\[ P(U_k / Z) = \frac{P(U_k)}{P(Z_1, Z_2, \ldots, Z_n)} \prod_{j=1}^{n} \left( \prod_{l=1}^{m_j} P(Z_j^l / U_k) \right) \]

where each \( Z_j \) consists of feature values \( Z_j^1, Z_j^2, \ldots, Z_j^{m_j} \), where (i) subscript \( j \) refers to a \( j \)th feature, (ii) superscript \( m_j \) represents the total number of times feature value for the \( j \)th feature is recorded in the vector \( Z_j \), and (iii) \( Z_j^l \) represents the recorded extracted feature test value for the \( j \)th feature at the \( l \)th component position in the \( Z_j \) vector, that the authorized user \( U_k \) generated the test values associated with said set of extracted features \( Z \); or

(II) an estimated similarity \( S_k \) to said authorized user \( U_k \), where said estimated similarity is related to the proportion of (i) the total of all extracted feature test values that lie in a predetermined neighborhood of the corresponding feature trial values in said authorized use \( U_k \) authorized user profile, to (ii) the total of all extracted feature test values.

13. A computer implemented method for identifying a user as one from a series of authorized users from free typed text, comprising the steps of (1) retrieving with a processor, stored typing profiles for a series of authorized users \( \{ U_k \} \) from a data storage device, each authorized user typing profile associated with a single authorized user and containing a set of trial values derived from feature measured values from said trial typing sample received from said authorized user, each of said trial values being associated with one feature from a set of predefined features \( \{ Z_j \} \); (2) receiving a test typing sample of free alpha-numeric text from a text input terminal, where said free alpha-numeric text comprises a string of text characters that is not a fixed string of text characters; (3) extracting a subset of features \( Z \) from said received test typing sample, each extracted feature \( Z_j \) in said subset \( Z \) having a set of non null test values derived from said extracted feature; (4) then for each authorized user profile, determining which features in said associated authorized user profile are common with said extracted features, and comparing said common extracted feature test values to said common authorized user typing profiles feature trial values to derive an authorized user score associated with said authorized user, wherein said authorized user score, for each authorized user \( U_k \), is related to either (a) a conditional probability estimate, \( P(U_k / Z) \) that the authorized user \( U_k \) generated the test values associated with said set of extracted features \( Z \), where

\[ P(U_k / Z) = \frac{P(U_k)}{P(Z_1, Z_2, \ldots, Z_n)} \prod_{j=1}^{n} \left( \prod_{l=1}^{m_j} P(Z_j^l / U_k) \right) \]

and each \( Z_j \) vector consists of feature values \( Z_j^1, Z_j^2, \ldots, Z_j^{m_j} \), where (i) subscript \( j \) refers to a \( j \)th feature, (ii) superscript \( m_j \) represents the total number of times feature value and value for the \( j \)th feature is recorded in the vector \( Z_j \), and (iii) \( Z_j^l \) represents the extracted feature test value for the \( j \)th feature at the \( l \)th component position in the \( Z_j \) vector; or (b) an estimated similarity \( S_k \) to said authorized user \( U_k \), where said estimated similarity is related to the proportion of (i) the total of all extracted feature test values that lie in a predetermined neighborhood of the corresponding feature trial values in said authorized use \( U_k \) authorized user profile, to (ii) the total of all extracted feature test values; (5) associating said text typing sample with one of said authorized users based on said authorized user scores, or with none of said authorized users if all of said authorized user test scores fail a predetermined test.